Control of Mobile Robot Using Fractional Order $PI^\lambda D^\mu$ Controller

Younes Boucetta*, Redouane Ayad**, and Zoubir Ahmed-Foitih***, Non-members

ABSTRACT

The ideal example for studying complex systems with non-holonomic constraints is mobile-wheeled robots. In this article, we study the problem of trajectory tracking of mobile robot unicycle type. To resolve this type of problem a fractional-order control technique is proposed. The main objective of this control method is to design a robust tracking controller to eliminate disturbances. The mathematical model of the mobile robot taking explicitly into account their dynamics is used to calculate the desired linear and angular velocities. To adjust the controller optimal parameters the particle swarm optimization (PSO) algorithm is utilized. The simulation results allowed us to demonstrate the efficiency and robustness of this technique on non-holonomic systems in the form of chained chains.
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1. INTRODUCTION

Nowadays, Wheeled Mobile Robots have found many applications in industry, transportation and other fields. Mobile robotics is becoming an important element in our everyday life; its rapid development has made it possible to use it in various fields. The big problem of mobile robotics is how to control the speed of the trajectory of movement of the robot in order to carry out a human task.

The mobile robot type unicycle is one of the robots covered in the studies of the trajectory control of the mobile robots because its kinematic and dynamic models are simple to exploit. In the last decade, many researchers propose trajectory-tracking control for a mobile robot. Authors in [1–3] propose a backstepping controller design for trajectory tracking of unicycle-type mobile based on the Lyapunov theorem. In [4] a Linear Quadratic Controller (LQR) type based on the linearized model of the robot is proposed and simulation studies were conducted to determine its performance. A fuzzy PID controller is elaborated for trajectory tracking of a mobile robot in [5–7].

Other researchers are interested in applying another type of control like sliding mode control (SMC) [8–10], or adaptive control [10–12]. To control the movement of the robot a combination of adaptive model reference control and gain programming is developed in [11]. An adaptive controller based on the dynamic model calculates the torques of the robot actuators to obtain the required velocities in the presence of the unknown dynamics in the dynamic model of the robot, as studied in [12]. In [13], the stability of an adaptive trajectory-tracking controller based on robot dynamics is proved by the Lyapunov stability theorem with experimental results. The dynamic controller is able to update the estimated parameters, which are directly related to physical parameters of the robot. In order to overcome trajectory-tracking problems, in the presence of uncertainties, an adaptive nonlinear control of a wheeled mobile robot approach is proposed in [14]. to design control algorithms for trajectory tracking of mobile robots, A methodology based on linear interpolation is used in [15]. In [16] the optimal PID controller is used to control the velocity of a unicycle type of mobile robot. Authors in [17] used an Evolutionary Algorithm to modify the parameters of the FOPID (Fractional Order PID) controller for the trajectory tracking problem of a wheeled mobile robot.

In this article, we explain how the problem of trajectory tracking of a mobile robot is resolved using a fractional order PID controller. The control of the unicycle robot is solved by considering its kinematics and dynamics model. Two controllers are presented in this document, the first controller is used to adjust the internal parameters of the robot, which are linear and angular velocities; these two parameters are obtained from a given trajectory based on the kinematic model of the mobile robot. The received parameters (the linear and angular velocities) from the first controller are input parameters for the second controller that uses the fractional order PID to improve and generate the reference linear and angular velocities to command the motor of the mobile robot by following the desired trajectory.

The optimal FOPID controller parameters, which are used to adjust the speed of the wheels of mobile robot, are calculated using the Particle Swarm Optimization algorithm (PSO).
2. MATHEMATICAL MODEL OF THE UNICYCLE ROBOT

A robot that moves in a 2D with an advance speed and a zero instantaneous lateral movement generally is a robot of the unicycle type. In other words, it is a nonholonomic system. The modeling of unicycle robots consists of studying their kinematics and their dynamics. Kinematic modeling makes it possible to study the trajectories followed by mobile robots when subjected to controlled speeds and dynamic modeling supplements the kinematics taking into account control forces and intrinsic friction.

Fig. 1 represents the mobile robot. G is the center of mass of the robot, C is the position of the castor wheel, E is the location of a tool onboard the robot, h is the point of interest with coordinates x and y in the plane XY, ψ is the robot orientation, and a is the distance between the point of interest and the central point of virtual axis linking the traction wheels (point B). u and ω are the linear and angular velocities of the robot.

2.1 Kinematic Modeling

The kinematic controller design is based on the kinematic model of the robot, assuming that the perturbation term of Eq. (1) is a null vector. The kinematic model of the robot is given by

\[ \begin{align*}
\dot{x} &= u \cos \alpha - a \omega \sin \alpha \\
\dot{y} &= u \sin \alpha - a \omega \cos \alpha \\
\dot{\alpha} &= \omega
\end{align*} \]

whose output are the coordinates of the point of interest, that meaning \( h = [x \ y]^T \)

\[ H = \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} \cos \alpha & -a \sin \alpha \\ \sin \alpha & a \cos \alpha \end{bmatrix} \begin{bmatrix} u \\ \omega \end{bmatrix} = A \begin{bmatrix} u \\ \omega \end{bmatrix} \]

with

\[ A = \begin{bmatrix} \cos \alpha & -a \sin \alpha \\ \sin \alpha & a \cos \alpha \end{bmatrix} \]

whose inverse is

\[ A^{-1} = \begin{bmatrix} \cos \alpha & -a \sin \alpha \\ -\frac{1}{a} \sin \alpha & \frac{1}{a} \cos \alpha \end{bmatrix} \]

Therefore, the inverse kinematics is given by

\[ \begin{bmatrix} u \\ \omega \end{bmatrix} = \begin{bmatrix} \cos \alpha & \sin \alpha \\ \frac{1}{a} \sin \alpha & \frac{1}{a} \cos \alpha \end{bmatrix} \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} \]

2.2 Dynamic Modeling

The complete dynamics model of the mobile robot given by [21], is written as

\[ \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\alpha} \\ \dot{u} \\ \dot{\omega} \end{bmatrix} = \begin{bmatrix} u \cos \alpha + a \omega \sin \alpha \\ u \sin \alpha + a \omega \cos \alpha \\ \frac{\alpha_3 \omega^2 - \alpha_4}{\alpha_1} \frac{1}{\alpha_1} \frac{1}{\alpha_2} \\ \frac{\alpha_5 \omega}{\alpha_2} \frac{1}{\alpha_2} \frac{1}{\alpha_2} \frac{1}{\alpha_2} \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix} \begin{bmatrix} u_{ref} \\ \omega_{ref} \end{bmatrix} + \begin{bmatrix} \delta_x \\ \delta_y \\ \delta_u \\ \delta_\omega \end{bmatrix} \]

where the input signals for the system are the desired values of the linear velocity \( u_{ref} \) and angular velocity \( \omega_{ref} \).

A vector of identified parameters and a vector of parametric uncertainties of the dynamic model are

\[ \alpha = [\alpha_1 \ \alpha_2 \ \alpha_3 \ \alpha_4 \ \alpha_5 \ \alpha_6]^T \]

and

\[ \delta = [\delta_x \ \delta_y \ 0 \ \delta_u \ \delta_\omega]^T \]

where \( \delta_x \) and \( \delta_y \) are functions of the slip velocities and the robot orientation. \( \delta_u \) and \( \delta_\omega \) are functions of physical parameters as mass, inertia. Diameters of the wheel and tyre, parameters of the motors, forces on the wheels, etc., are considered as disturbances.

The parameters of the vector \( \alpha \) are functions of certain physical parameters of the robot, such that:
\( m \) is the mass of the robot; \( I_z \) is the moment of inertia of the robot at point \( G \); \( R_a \) is the electrical resistance of the motors; \( K_b \) is the electromotive constant of the motors; \( K_t \) is the torque constant of the motors; \( B_c \) is the coefficient of friction; \( I_r \) is the moment of inertia of each rotor-reducing-rotor group; \( r \) is the radius of the left and right wheels; \( R_i \) is the nominal radius of the tires; and \( a \) and \( d \) are the distances.

The equations describing the parameters \( \alpha_i \) were proposed by the author in [21]. Therefore the parameters \( \alpha_i \) are

\[
\begin{align*}
\alpha_1 &= \frac{R_a}{K_a} \left( \frac{m R_t r + 2 I_r}{2 r K_P} \right) \\
\alpha_2 &= \frac{R_a}{K_a} \left( \frac{I_e d^2 + 2 R_t r (I_z + m b^2)}{2 d K_D} \right) \\
\alpha_3 &= \frac{R_a m b R_t}{K_a 2 K_P} \\
\alpha_4 &= \frac{R_a}{K_a} \left( \frac{K_a K_b}{R_t} + B_c \right) + 1 \\
\alpha_5 &= \frac{R_a m b R_t}{K_a d K_P} \\
\alpha_6 &= \frac{R_a}{K_a} \left( \frac{K_a K_b}{R_a} + B_c \right) + \frac{d}{(2 r K_P)} + 1
\end{align*}
\]  

(9)

3. FRACTIONAL ORDER CONTROL

3.1 Fractional Order Calculus

There are several definitions for fractional order integral and differential, which include Caputo definition, Riemann-Liouville (RL) definition, and Grünwald-Letnikov definition [22].

The basic operator of fractional differential and fractional integral is \( a D_t^\alpha \) and \( a D_t^{-\beta} \) \( f(t) \), where \( \alpha > 0 \) and \( \beta > 0 \) represents the real order of the differential calculus and integral calculus, \( t \) is the parameter for which the differential calculus is taken, and \( a \) is the lower limit.

The RL fractional derivative of order \( \mu \) of a function \( f(t) \) is given by [22]:

\[
\alpha D_t^\mu f(t) = \frac{1}{\Gamma(\mu-n)} \frac{d^n}{dt^n} \int_0^t (t-\tau)^{n-\mu-1} f(\tau) d\tau, \quad 0 < \lambda < 1 \quad (11)
\]

where \( \Gamma(.) \) is the well-known Euler’s gamma function

\[
\Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt, \quad Re(z) > 0 \quad (12)
\]

The Laplace transform of the RL fractional integral under zero initial condition can be derived as:

\[
L [a D_t^{-\lambda} f(t)] = \frac{1}{s^{\lambda}} F(s) \quad (13)
\]

The Laplace transform of \( f(t) \) and the Laplace transform of RL fractional derivative can be derived as:

\[
L [a D_t^\mu f(t)] = s^{\lambda} F(s) \quad (14)
\]

3.2 Fractional Order PI^\lambda D^\mu Controller

The classic PID controllers are still dominating industrial controllers, because of their simplicity of implementation and the availability of many effective and simple tuning methods based on minimum plant model knowledge.

The equation of a fractional order controller was described as [23]

\[
u(t) = -(K_p e(t) + K_d^\lambda D_t^\mu e(t) + K_i D_t^{-\lambda} e(t) \quad (15)
\]

where \( e(t) \) is the error between a measured output variable and the desired setpoint, and \( u(t) \) is the control signal. The five control parameters \( K_p, K_i, K_d, \lambda, \mu \) must be set to design a precise controller. Integral order and derivation order add flexibility to the design of a FOPID controller. The continuous transfer function in \( s \), a domain of FOPID controller, is given by [23]

\[
G_c(s) = \frac{U(s)}{E(s)} = K_p + \frac{K_i}{s^\lambda} + K_d s^\mu \quad (16)
\]

The orders \( \lambda \) and \( \mu \) can be any real numbers. The equation of the classical PID controller can be obtained by setting \( \lambda=\mu=1 \). When \( \lambda=1 \) (or 0) and \( \mu=0 \) (or 1) a normal PI (or PD) controller can be obtained. To tune FOPID parameters many researchers used some of the conventional methods which are empirical and experimentally tuning approaches. After that, they tune the fractional order \( (\lambda \text{ and } \mu) \) in the last step of the tuning method for more flexibility. Fig. 2 shows that the fractional order PI^\lambda D^\mu controller generalizes and expands the classical PID controller from a point to plane.
4. CONTROL STRATEGY

To control our mobile robot we use two subsystems, four FOPID controllers are used. Two FOPID are used in the inner loop to control linear and angular velocities and others FOPID are used in the outer loop for the control of \( x, y \) position (Fig. 3). The tuning of all FOPIDs parameters is set in the same way using PSO described in Section 5.

To obtain the desired position of the mobile robot with a precise linear velocity and angular velocity we opted for a well-defined control strategy that is divided into two stages.

The first one allows us to control the mobile robot in an internal loop to have the linear velocity and angular velocity desired using a FOPID controller, and the dynamic model of the robot. Fig. 4 shows this control in this step.

In the second step we controlled the robot in an external loop to adjust its position; this step is divided into 3 blocks: the first block for the FOPID controller, the second contains the blocks of the first step and in the third block we put the kinematic model of the robot as shown in Fig. 5.

5. TUNING OF FOPID WITH PSO

The PSO is viewed as the best calculation compared to different techniques. Its favorable position is due to execution time, cost and better results. Another benefit for which PSO is appealing is that there are few parameters to change. The system is initialized with a population of arbitrary solutions and looks for optima by refreshing the generations. To find Pbest and Gbest in each iteration each particle updates the five components \( K_p, K_i, K_d, \lambda \) and \( \mu \). Finally, the algorithm runs to locate the ideal solution.

Particle swarm optimization has been used for approaches that can be connected over an extensive variety of applications, as well as for specific applications focused on a specific requirement. Fig. 6 describes the structure of PSO algorithm.

5.1 Fitness Function

In the present study, an integral absolute error is utilized to assess the performance of the controller as it is widely adopted to evaluate the dynamic performance of the control system, based on the calculation by [24].

The fitness function can be calculated

\[
F_i = \int_0^\infty (w|e_i(t)|)dt
\]  

where \( w \) is the inertia weight factor between \( w_{\text{max}} = 0.9 \) and \( w_{\text{min}} = 0.4 \). and \( i \in \omega, u, x, y \).

The aim is to minimize this fitness function in order to improve the system response in terms of steady-state error. The stop criteria used was the one that defines the maximum number of generations to be produced. When the PSO algorithm runs, the new populations generating process is finished, and the best solution to complete the generation number
5.2 Calculation of Parameters of Fractional Order

From Eq. (2) five parameters $K_p$, $K_i$, $K_d$ and $\lambda$, $\mu$ must be calculated, depending on the control objectives. For the typical PID controller design, all poles of the closed loop transfer function must be limited to the left half of the $s$ plane. Based on the stability condition of the fractional order system, a controller that stabilizes the integer order system stabilizes the fractional order system. The FOPID controller parameter can adopt the parameter of integer order controller and add fractional orders of integral and derivative [24].

In this paper, four FOPID controllers are used to control the robot. Two FOPID controllers are used in the inner loop to control linear and angular velocities and other FOPID controllers are used in the outer loop for the control of $x$, $y$ position. The tuning of all FOPID controller parameters is set in the same way.

For each FOPID controller, five dimensional vectors represent the initial positions of the $i$th particles of the swarm, then the initial values are generated randomly as a function of the extreme values.

To optimize parameters of each FOPID controller, the PSO creates a population of 200 swarms that contain the parameters necessary to minimize the objective function.

The initial range of parameters are selected, these are $K_p \in [0, 50]$, $K_i \in [0, 10]$, $K_d \in [0, 1]$, $\lambda \in [0, 1]$ and $\mu \in [0, 1]$.

After 50 runs, the five parameters $K_p$, $K_i$, $K_d$, $\lambda$ and $\mu$ are in the predefined search range and the fitness value becomes smaller.

Table 1 lists the best performance of FOPID controllers.

After calculating the parameters of a FOPID controller using a PSO algorithm, for our simulation we applied these values in our mobile robot by taking into consideration the complete dynamic model including its speed and acceleration limitations.

In general, numerical coefficients, swarm size, and topology must be predefined. The overall optimiza-
Table 1: Performance of FOPID Controller.

<table>
<thead>
<tr>
<th></th>
<th>$K_p$</th>
<th>$K_i$</th>
<th>$K_d$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear velocity</td>
<td>48.80</td>
<td>7.5401</td>
<td>0.2001</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>Angular velocity</td>
<td>3.84</td>
<td>7.5388</td>
<td>0.2001</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>X Position</td>
<td>48</td>
<td>7.5005</td>
<td>0.204</td>
<td>0.9</td>
<td>0.95</td>
</tr>
<tr>
<td>Y Position</td>
<td>3.8</td>
<td>7.5010</td>
<td>0.203</td>
<td>0.9</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Fig. 7: Linear (top) and Angular (bottom) Velocities.

6. SIMULATIONS AND RESULTS

In this section, we present our simulation results using MATLAB/Simulink to validate our controller FOPID; after the controller parameters are calculated with the PSO algorithm we implement the FOPID controller in our system.

The following values are used in our simulation setup for fractional order parameters optimization:
1) The dimension of research space order is 6.
2) Initial population size = 50.
3) The maximum number of iterations = 200.
4) $V_{min}$ is set equal to $X_{min}$ and $V_{max}$ equal to $X_{max}$.
5) $c_1=c_2=2.5$.
6) The inertia weight factor $w$ is between $w_{max}=0.9$ and $w_{min}=0.4$.
7) The simulation time $t=100$ s.
8) The process is repeated 15 times.

The simulations are made using MATLAB/ Simulink following a sinusoidal trajectory in which the desired position and orientation of the unicycle are specified. This trajectory is described as:

$$x_d(t) = \sin(2\omega t)$$
$$y_d(t) = \cos(\omega t)$$  \hspace{1cm} (18)

Fig. 7 shows that before the parameters update there is a difference between the linear and angular velocities, but after updating the parameters, both velocities follow the reference signal well.

In Fig. 8 it can be seen that the robot’s current position (positions $x$ and $y$) perfectly follows the desired position after a certain time. The latter is the update time that sets the PSO algorithm to calculate these positions. In our case, the position of the robot follows the desired position after a time of 40 s.

Our objective to use the FOPID controller is to control the path of the mobile robot by minimizing the error. For that, we do two tests of trajectory, the first test without use of the algorithm PSO and the second with using the algorithm PSO. The reference path used is an 8 shape. Referring to Fig. 9(a), we note that despite the moving robot following the trajectory shape, the error between the current and desired trajectory is considerable.

In contrast to Fig. 9(a), in Fig. 9(b) we notice the effect of using the PSO algorithm to designate the exact parameters of the FOPID controller. After a certain time of calculation, the mobile robot perfectly follows the trajectory desired with a very small or almost zero error.

In Fig. 10 and Fig. 11, we can see the difference between a PID controller and a FOPID controller. The FOPID controller allows the robot to perfectly follow the desired signal; by contrast, with the PID controller we find that there is an error between the
desired signal and the current signal.

7. CONCLUSION

In this work, we presented a control technique for mobile robots. Firstly a study of the kinematics and dynamics of a mobile robot was given. Then for the implementation of the controller we chose the PSO algorithm to determine the parameters of the FOPID controller. The control law was used by giving the mobile robot linear and angular reference speeds obtained by comparing the values of the calculated and desired speeds. The efficiency of the PSO algorithm allowed us to have the best parameters for our controller. The analysis of the results shows the good performance and the efficiency of the controller for the follow-up of trajectory in terms of precision, stability and convergence. In future work, we will try remote control of the mobile robot with avoidance of obstacles with or without use of a camera. We can also investigate collaborations of several mobile robots in a real environment.
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